MAKING SENSE OF DATA

Traceis™ Data Exploration Studio
Software Overview
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The Traceis™ Data Exploration Studio is organized into five separate areas:

Process window
Analysis options
Tools window

Display window

Selected items window
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0 Process window

The book Making Sense of Data outlines a four step process for
accomplishing any data analysis or data mining project. The software is
organized according to these steps:

1. Definition: The goals should be defined prior to starting the project.

2. Preparation: The data should be prepared before implementing any
analysis.

3. Implementation: Different methods for (1) visualizing the data, (2)
generating statistics, (3) grouping and (4) making predictions are
available.

4. Deployment: The results should be applied to the problem.

Selecting the light blue shaded options will alter the display according to the
selected step. Selected items are shown in orange.
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e Analysis options

Alternative ways of visualizing and manipulating the data can be accomplished
according the selected item in the process window:

* Prepare: (1) open a data table, (2) search using boolean logic, (3)
characterize the variables, (3) remove data or variables, (4) clean errors in the
data, (5) apply mathematical transformations to the data, and (6) create
subsets of the data.

» Tables and graphs: (1) contingency tables, (2) summary tables, (3) graphs
(e.g. histograms or scatterplots) and (4) graphs matrices (e.g. scatterplot
matrices).

« Statistics: (1) descriptive (e.g. mean and standard deviations), (2)
confidence intervals, (3) hypothesis tests, (4) chi-square test, (5) one-way
analysis of variance and (6) comparative statistics (e.g. r?).

» Grouping: (1) hierarchical agglomerative and k-means clustering, (2)
associative rules, and (3) decision trees.

* Prediction: (1) regression models, (2) k-nearest neighbors (KkNN), (3)
classification and regression trees (CART), and (4) neural networks.
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e Tools window

The tools window contains options and parameters for implementing and displaying
the selected analysis, for example, defining the types of graphs to display or setting
parameters for building a neural network. The results are shown in the display
window.
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9 Display window

The display window is where the selected analysis is displayed. This window
presents, for example, hierarchical clustering, different graphs and statistical analysis.
Often the window is interactive and any group or individual observation can be
selected. The resulting selection is highlighted throughout the different analysis
windows. The items chosen are also presented in the selected items window.
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e Selected items window

The observations highlighted in the display window can be seen in the selected items
window. There are two views: a table or histograms. The table presents details of
the selection. The histograms present a frequency distribution of the variables and
the selected observations are highlighted on the graphs in dark blue.

Selected items | Histograms |
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